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1
DETECTING AND PROCESSING SMALL
TEXT IN DIGITAL MEDIA

BACKGROUND

Imaging devices such as cameras, camcorders, scanners,
mobile phones and other user equipment may utilize an image
sensor configured to capture digital media, for example digi-
tal images and/or video.

The captured digital media may contain text information.
The text information may be captured from within a docu-
ment or captured from within a natural scene, for example,
users of mobile phones often take pictures and/or video of
scenes that contain text information such as street signs, bill-
board signs, etc.

In processing the digital media, it may be desirable to
localize the areas of the digital media that contain the text
information such that the areas that contain the text informa-
tion are processed differently than natural scene areas of the
digital image. For example, it may be desirable to apply
different image processing techniques to the text information
rather than applying conventional image-processing algo-
rithms, such as denoising, sharpening and super-resolution,
which may result in undesired artifacts within the text infor-
mation. Further, it may be desirable to localize areas of the
digital media that contain the text information such that the
imaging device may optically zoom in on the text information
to increase clarity thereof.

Localizing areas within a natural scene may be difficult
because a natural scene exhibits a wide range of imaging
conditions, such as noise and blur and may not be as formally
structured as a scanned document, for example, text informa-
tion in natural scenes may be in random poses, colors, sizes
and shapes. Therefore, it may be difficult to determine areas in
a digital image of a natural scene that contain the text infor-
mation.

The difficulty in detecting text information in natural
scenes may be exacerbated when the text information is rela-
tively small in size (e.g. 3-5 pixels in height). Conventional
methods to detect the text information contained within digi-
tal media may be based on either local features or global
features of the digital media. However, these conventional
methods may not be well suited to detect small text as con-
ventional methods typically extract relatively large visual
features, such as the width of the strokes from the letters.
These large visual features may not be evident in small text
whose font size is 3-5 pixels in height.

SUMMARY

At least one example embodiment relates to a method for
recognizing small-font sized text.

In at least one embodiment, the method includes receiving
digital media of a natural scene, the digital media having at
least one frame that includes the small-font sized text; gen-
erating input maps having values that reflect local properties
of corresponding regions in the at least one frame; and detect-
ing regions of the at least one frame that contain the small-
font sized text by integrating information from the input
maps.

In at least one embodiment, the local properties of the
regions include contrast, gradient and activity level of pixels
within the regions.

In at least one embodiment, the integrated information
includes information located between border lines having
active pixels therebetween and gaps having a high ratio of
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non-ink pixels located below a bottom border line and above
atop border line in relation to a dominant direction of the text.

In at least one embodiment, the small-font sized text is text
that is between two and six pixels in height.

In at least one embodiment, the generating input maps
includes, generating an active pixel map indicating locations
of dense changes in character stroke directions within the
regions.

In at least one embodiment, the generating the active pixel
map includes, for each pixel, statistically measuring the vari-
ability of gradient directions of surrounding pixels.

In at least one embodiment, the generating input maps
further includes, generating a local gradient magnitude and
direction map indicating a gradient and direction within each
of the regions; generating a dominant direction map indicat-
ing, for each pixel, a dominant direction of text lines within
the at least one frame in a region surrounding the pixel, the
dominant direction being a statistically representative value
of the writing direction of character in the region and gener-
ating a high contrast mask and a high gradient using the
gradient magnitude, the high contrast mask indicating a rela-
tionship between a luminance of each pixel with a statistical
measure of luminance of the region surrounding the pixel and
the high gradient mask indicating a relationship between a
gradient magnitude of each pixel with a statistical measure of
gradient magnitudes in a region surrounding the pixel.

In at least one embodiment, the dominant direction map is
generated by applying spatial spectral-analysis using a Fou-
rier-related transform to the frame region surrounding the
pixel, the dominant direction being perpendicular to the
direction of the periodic pattern of the text lines in the region
surrounding the pixel.

In at least one embodiment, the detecting regions of the at
least one frame that contain the small-font sized text includes,
determining if a number of sufficiently large differences in
gradient directions between pairs of adjacent pixels surround-
ing a test pixel is greater than a threshold.

In at least one embodiment, the detecting regions of the at
least one frame that contain the small-font sized text further
includes, determining if a top and a bottom of a line suspected
to contain the small-font sized text contains a high ratio of ink
pixels, the ink pixels being pixels having a high contrast in
comparison to neighboring pixels; determining if a gap
between two lines suspected to contain the small-font sized
text contains a high ratio of non-ink pixels; and determining if
an internal area in a single line suspected to contain the
small-font sized text contains a high ratio of the active pixels
and a low ratio of dense ink line pixels.

At least one example embodiment relates to a method of
processing small font sized text.

In at least one embodiment, the method includes receiving
digital media of a natural scene, the digital media having at
least one frame that includes the small-font sized text; gen-
erating input maps having values that reflect local properties
of corresponding regions in the at least one frame; and detect-
ing regions of the at least one frame that contain the small-
font sized text by integrating information from the input
maps; and processing the regions detected to contain small
font sized text in a manner different from the regions that do
not contain small font sized text.

In at least one embodiment, the processing of the regions
detected to contain the small font sized text includes, upscal-
ing the regions determined to contain the small-font sized text
in a different manner than the regions determined not to
contain the small-font sized text.

In at least one embodiment, the regions determined to
contain the small-font sized text are upscaled using interpo-
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lation and the regions determined not to contain the small-
font sized text are upscaled using a sharp edge preserving
method.

In at least one embodiment, the processing of the regions
detected to contain the small font sized text includes, per-
forming an optical zoom procedure on the regions determined
to contain the small-font sized text; and recapturing the
regions determined to contain the small-font sized text at a
higher optical zoom.

At least one example embodiment relates to a small-text
recognition apparatus configured to recognize small-font
sized text in at least one frame of a received digital media.

In at least one embodiment, the apparatus includes a pro-
cessor configured to, generate input maps having values that
reflect local properties of corresponding regions in the at least
one frame, and detect regions of the at least one frame that
contain the small-font sized text by integrating information
from the input maps.

In at least one embodiment, the processor is configured to
generate input maps by, generating an active pixel map indi-
cating locations of dense changes in character stroke direc-
tions within the regions.

In at least one embodiment, the processor is configured to
detect the regions of the at least one frame that contain the
small-font sized text by, determining if a number of suffi-
ciently large differences in gradient directions between pairs
of adjacent pixels surrounding a test pixel is greater than a
threshold.

In at least one embodiment, the apparatus further includes
an optical zoom unit including an optical lens, the optical lens
configured to zoom in on the regions determined to contain
the small-font sized text.

At least one example embodiment relates to an imaging
device.

In at least one embodiment, the imaging device includes an
image sensor configured to capture digital media having at
least one frame that includes small-font sized text; and the
small-text recognition apparatus configured to recognize
small-font sized text in at least one frame of a received digital
media.

At least one example embodiment relates to a non-transi-
tory computer readable medium including a computer pro-
gram.

In atleast one embodiment, the computer program includes
computer program instructions configured to implement a
method of recognizing small-font sized text when executed
by a processor.

BRIEF DESCRIPTION OF THE DRAWINGS

Example embodiments will become more fully understood
from the detailed description given herein below and the
accompanying drawings, wherein like elements are repre-
sented by like reference numerals, which are given by way of
illustration only and thus are not limiting of the embodiments.

FIG. 1 is a schematic block diagram of an image sensing
system according to an example embodiment;

FIGS. 2A and 2B each illustrate a schematic block diagram
of an image signal processor included in a digital signal
processor according to respective example embodiments;

FIG. 3 illustrates a small text processing unit according to
an example embodiment;

FIG. 4 illustrates a small text detection method according
to an example embodiment;

FIG. 5 is an example of a small text processing unit finding
active pixels within a small patch of pixels according to an
example embodiment;
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FIG. 6 is a Local Direction Map D used by a small text
processing unit to identify active pixels according to an
example embodiment;

FIG. 7 is a method of a small text processing unit detecting
small text suspect lines based on input maps according to an
example embodiment;

FIG. 8 illustrates input maps used by the small text proces-
sor to detect small text lines according to an example embodi-
ment.

FIG. 9 is a method of small text processing unit determin-
ing if suspected small text lines contain small text according
to an example embodiment

FIG. 10 illustrates digital media undergoing small-font
sized text recognition according to an example embodiment;

FIG. 11 illustrates a small text mask generated by a small
text detector according to an example embodiment; and

FIG. 12 illustrates user equipment according to an example
embodiment.

It should be noted that these Figures are intended to illus-
trate the general characteristics of methods, structure and/or
materials utilized in certain example embodiments and to
supplement the written description provided below. These
drawings are not, however, to scale and may not precisely
reflect the precise structural or performance characteristics of
any given embodiment, and should not be interpreted as
defining or limiting the range of values or properties encom-
passed by example embodiments. For example, the relative
thicknesses and positioning of layers, regions and/or struc-
tural elements may be reduced or exaggerated for clarity. The
use of similar or identical reference numbers in the various
drawings is intended to indicate the presence of a similar or
identical element or feature.

DETAILED DESCRIPTION OF EXAMPLE
EMBODIMENTS

While example embodiments are capable of various modi-
fications and alternative forms, embodiments thereof are
shown by way of example in the drawings and will herein be
described in detail. It should be understood, however, that
there is no intent to limit example embodiments to the par-
ticular forms disclosed, but on the contrary, example embodi-
ments are to cover all modifications, equivalents, and alter-
natives falling within the scope of the claims. Like numbers
refer to like elements throughout the description of the fig-
ures.

Before discussing example embodiments in more detail, it
is noted that some example embodiments are described as
processes or methods depicted as flowcharts. Although the
flowcharts describe the operations as sequential processes,
many of the operations may be performed in parallel, concur-
rently or simultaneously. In addition, the order of operations
may be re-arranged. The processes may be terminated when
their operations are completed, but may also have additional
operations not included in the figure. The processes may
correspond to methods, functions, procedures, subroutines,
subprograms, etc.

Methods discussed below, some of which are illustrated by
the flow charts, may be implemented by hardware, software,
firmware, middleware, microcode, hardware description lan-
guages, or any combination thereof. When implemented in
software, firmware, middleware or microcode, the program
code or code segments to perform the necessary tasks may be
stored in a machine or computer readable medium such as a
storage medium. A processor(s) may perform the necessary
tasks.
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Specific structural and functional details disclosed herein
are merely representative for purposes of describing example
embodiments. This invention may, however, be embodied in
many alternate forms and should not be construed as limited
to only the embodiments set forth herein.

It will be understood that, although the terms first, second,
etc. may be used herein to describe various elements, these
elements should not be limited by these terms. These terms
are only used to distinguish one element from another. For
example, a first element could be termed a second element,
and, similarly, a second element could be termed a first ele-
ment, without departing from the scope of example embodi-
ments. As used herein, the term “and/or” includes any and all
combinations of one or more of the associated listed items.

It will be understood that when an element is referred to as
being “connected” or “coupled” to another element, it can be
directly connected or coupled to the other element or inter-
vening elements may be present. In contrast, when an element
is referred to as being “directly connected” or “directly
coupled” to another element, there are no intervening ele-
ments present. Other words used to describe the relationship
between elements should be interpreted in a like fashion (e.g.,
“between” versus “directly between,” “adjacent” versus
“directly adjacent,” etc.).

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of example embodiments. As used herein, the singu-
lar forms “a,” “an” and “the” are intended to include the plural
forms as well, unless the context clearly indicates otherwise.
It will be further understood that the terms “comprises,”
“comprising,” “includes” and/or “including,” when used
herein, specity the presence of stated features, integers, steps,
operations, elements and/or components, but do not preclude
the presence or addition of one or more other features, inte-
gers, steps, operations, elements, components and/or groups
thereof.

It should also be noted that in some alternative implemen-
tations, the functions/acts noted may occur out of the order
noted in the figures. For example, two figures shown in suc-
cession may in fact be executed concurrently or may some-
times be executed in the reverse order, depending upon the
functionality/acts involved.

Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art to
which example embodiments belong. It will be further under-
stood that terms, e.g., those defined in commonly used dic-
tionaries, should be interpreted as having a meaning that is
consistent with their meaning in the context of the relevant art
and will not be interpreted in an idealized or overly formal
sense unless expressly so defined herein.

In the following description, illustrative embodiments will
be described with reference to acts and symbolic representa-
tions of operations (e.g., in the form of flowcharts) that may
be implemented as program modules or functional processes
include routines, programs, objects, components, data struc-
tures, etc., that perform particular tasks or implement particu-
lar abstract data types and may be implemented using existing
hardware at existing network elements. Such existing hard-
ware may include one or more Central Processing Units
(CPUs), digital signal processors (DSPs), application-spe-
cific-integrated-circuits, field programmable gate arrays (FP-
GAs) computers or the like.

It should be borne in mind, however, that all of these and
similar terms are to be associated with the appropriate physi-
cal quantities and are merely convenient labels applied to
these quantities. Unless specifically stated otherwise, or as is
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apparent from the discussion, terms such as “processing” or
“computing” or “calculating” or “determining” of “display-
ing” or the like, refer to the action and processes of a computer
system, or similar electronic computing device, that manipu-
lates and transforms data represented as physical, electronic
quantities within the computer system’s registers and memo-
ries into other data similarly represented as physical quanti-
ties within the computer system memories or registers or
other such information storage, transmission or display
devices.

Note also that the software implemented aspects of the
example embodiments are typically encoded on some form of
program storage medium or implemented over some type of
transmission medium. The program storage medium may be
any non-transitory storage medium such as magnetic (e.g., a
floppy disk or a hard drive) or optical (e.g., a compact disk
read only memory, or “CD ROM”), and may be read only or
random access. Similarly, the transmission medium may be
twisted wire pairs, coaxial cable, optical fiber, or some other
suitable transmission medium known to the art. The example
embodiments not limited by these aspects of any given imple-
mentation.

FIG. 1 is a schematic block diagram of an image sensing
system according to an example embodiment.

Referring to FIG. 1, an image sensing system 10 includes
an image sensor 100, a digital signal processor 200, a display
unit 300, and/or a lens 500.

The image sensing system 10 may be used in a digital
camera or a digital camera-equipped portable device such as
mobile user equipment. The image sensing system 10 may
sense an image of an object 400 input through the lens 500
according to a control of the digital signal processor 200.

The image sensor 100 may include a pixel array 110, a row
driver block 160, a timing generator driver 170, a control
register block 180 and a readout block 190.

The pixel array 110 may include a plurality of pixels in
which a plurality of rows and columns are arranged in a
matrix form. The pixel array 110 senses light using a plurality
of photoelectric conversion elements (e.g., a photo diode or a
pinned photo diode) and converts the light into an electrical
signal, thereby generating an image signal.

Each of the plurality of pixels may include a color filter. For
example, the color filter may be a red filter passing light in a
red wavelength region, a green filter passing light in a green
wavelength region, or a blue filter passing light in a blue
wavelength region.

According to an example embodiment, the color filter may
be a cyan filter, a magenta filter, or a yellow filter. Each of the
plurality of pixels may sense light using the photo sensitive
element, and generate an image signal, e.g., a pixel signal, by
converting the sensed light into an electrical signal.

The digital signal processor 200 may include a camera
control unit 210, an image signal processor 220, an interface
(I/F) 230 and a memory 240.

The camera control unit 210 may control the image sensor
100 via the control register block 180 using an inter-inte-
grated circuit (I°C); however, example embodiments are not
restricted thereto.

An image signal may be generated by the image sensor 100
and converted by the readout block 190. The image signal
processor 220 may convert the image signal to an image
and/or video by processing the image signal. The image sig-
nal processor 220 may output the generated image to a display
unit 300 via the interface (I/F) 230 and/or store the generated
image and/or video in the memory 240. The display unit 300
may include any device capable of displaying an image. For
example, a Liquid Crystal Display (LCD) a plasma display
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device (PDP), an organic light emitting diode (OLED), a solar
cell, and the like, however, example embodiments are not
limited thereto.

Within the image sensor 100, the timing generator 170 may
control the row driver block 160 and the readout block 190 by
outputting corresponding control signals thereto. Further, the
control register block 180 may control an operation of the
image sensor 100 according to a control of the camera control
unit 210. The row driver block 160 may drive a row of the
pixel array 110 by generating a row selection signal based on
a row control signal generated by the timing generator 170.
The pixel array 110 may output a pixel signal from the driven
row selected by the row selection signal and the gate selection
signal, which are provided from the row driver block 160, to
the readout block 190. The readout block 190 may tempo-
rarily store the pixel signal from the pixel array 110 and may
include an analog-to-digital converter that converts the pixel
signals to a digital image and outputs the converted digital
image to the image signal processor 220.

FIGS. 2A and 2B each illustrate a schematic block diagram
of an image signal processor included in a digital signal
processor according to respective example embodiments.

Referring to FIGS. 1, 2A and 2B, the image signal proces-
sor 220 may include software that when executed, configures
the image signal processor 220 to perform the functions of a
hybrid image upscale unit 220A and/or a selective optical
zoom unit 220B. Both the hybrid image upscale unit 220A
and the selective optical zoom unit 220B may include a small
text processing unit 222 that receives digital media from the
readout block 190. The small text processing unit 222 will be
discussed in detail below with reference to FIGS. 3 and 4.

The hybrid image upscale unit 220A may further include
an interpolation processing unit 224A, an edge preserving
processor 226 A and a combination processing unit 228A.

The selective optical zoom unit 220B may further include
an optical zoom unit 224B, a non-zoom processing unit 2268
and a combination processing unit 228B.

The small text processing unit 222 may determine regions
within the received digital media that contain small text such
that the small text regions may be processed differently from
other regions within the digital media.

For example, within the hybrid image upscale unit 220A,
the small text processing unit 222 may instruct the interpola-
tion processing unit 224A to upscale the small text regions
using interpolation. The small text processing unit 222 may
instruct the edge preserving processor 226A to upscale
regions that do not contain small text using edge-preserving
algorithms.

Within the selective optical zoom unit 220B, the small text
processing unit 222 may instruct the optical zoom unit 224B
to collect higher resolution content in the small text regions.
Further, the small text processing unit 222 may instruct the
non-zoom processing unit 2268 to perform various non-op-
tical zoom functions on the regions that do not contain small
text. For example, the non-zoom processing unit 2268 may
perform edge-preserving upscaling.

The combination processing units 228A/228B may com-
bine the upscaled regions to form an upscaled digital media
and provide the upscaled digital media to the interface 230.

It should be also understood that the image signal proces-
sor 220 may include features not shown in FIGS. 2A and 2B
and should not be limited to those features that are shown.
Further, while the processors 222/224/226/228 are illustrated
as being within the image signal processor 220, they may be
embodied outside of the image signal processor 220.

FIG. 3 illustrates a small text processing unit according to
an example embodiment.
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As illustrated in FIG. 3, the image signal processor 220
may include software that when executed, configures the
small text processing unit 222 to perform functions of various
functional units including a Red Green Blue (RGB) to Gray
Scale Unit 305, a Contrast Normalization unit 310, a Local
Gradient and Direction Mapping Unit 315, a High Contrast
Mask Generating Unit 320 and a High Gradient Mask Gen-
erating Unit 325, a Dominant Direction Mapping Unit 330, an
Active Pixel Mapping Unit 335, a Dense Line Detecting Unit
340 and a Small Text Line Detecting Unit 350. Details on the
operation of these various units will be discussed below with
reference to FIG. 4.

FIG. 4 illustrates a small text detection method according
to an example embodiment.

Referring to FIGS. 1-4, as illustrated in FIG. 4, in a process
S400, the small text processing unit 220 may perform one or
more passes over received digital media to analyze the pixels
contained therein.

In operation S410, the small text processing unit 220 may
produce a normalized grayscale image from the received
digital media. To produce the normalized grayscale image,
the RGB to Grayscale Unit 305 performs RGB to Grayscale
conversion. The RGB to Grayscale conversion may be per-
formed using any method known to one of ordinary skill in the
art, and therefore, for the sake of brevity further description
herein will be omitted.

Further, the Contrast Normalization Unit 310 normalizes
the grayscale image by dividing each pixel intensity by a
common denominator, for example, by dividing each pixel
intensity by a linear function for the local mean intensity
around the pixel.

In operation S420, the small text processing unit 220 may
determine a local gradient and direction. More specifically,
the Local Gradient and Direction Mapping Unit 315 may
determine a local direction map and a gradient magnitude
map. The local direction map may be a map of directions, in
radians, of the local gradient. The local gradient may be
calculated based on a convolution with a local filter applied
horizontally and vertically. The local filter may be a[-1 0 1]
filter. The convolution operation may defined by equation 1:

n Equation 1
Ii+k-1, j+I-DKKk, D

o h=Y)
k=

1 =1

where [ is the input image and K is the filter matrix of size m
by n.

To calculate the direction convolution is applied over the
image twice, once horizontally and once vertically.

The horizontal convolution of the image [ is calculated as
H=h,=I*A, such that the horizontal convolution H is the
result of convolving the image [ with the filter A shown below.
The vertical convolution of the image I is calculated as
V=v,~I*B, such that the vertical convolutionV is the result of
convolving the image [ with the filter B, shown below.

—_—
|

(=T —

o o o

(=R

] Filter A

Filter B
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The Local Direction Map D=d,; may be calculated by d, =a
tanth, /v, ) such that the Local Direction Map D represents the
direction, in radians of the gradient of each pixel of the image
I. The Gradient Magnitude Map G=g,; may be calculated by
g,~Ih,1+lv,l, such that the Gradient Magnitude Map may be
a scalar representation of the magnitude of the gradient of
each pixel of the image I. However, example embodiments
are not limited thereto, and one of ordinary skill in the art will
appreciate that the local direction and magnitude may be
calculated differently.

In operation S430, the small text processing unit 220 may
process, for each pixel p in the normalized grayscale image,
an Ink Patch (IP) surrounding the pixel p to determine
whether a center pixel P in the Ink Patch IP is an ink pixel. The
Ink Patch IP may be a 13x13 patch of pixels of the normalized
grayscale image produced in operation S410. The small text
processing unit 220 may produce (i) a high contrast mask by
evaluating a luminance of the center pixel in each Ink Patch IP
with respect to a representative luminance value of the patch
and (ii) a high gradient mask by evaluating the center pixel
gradient magnitude with respect to a representative value of
the gradient magnitude of the Ink Patch IP, based on the
gradient magnitude map determined in operation S420.

The 1P-s for different pixels may be highly overlapping.
For a given pixel p and its corresponding Ink Patch IP, the
coordinate of the pixel p in the High Contrast Mask is setto 1,
indicating that p is an “ink” pixel, or 0, indicating a “non-ink”
pixel by comparing a luminance of the center pixel p with a
representative (e.g. median) luminance of the Ink Patch IP to
determine if the brightness of p is sufficiently contrasted to
that of the background such that the pixel may be determined
to be part of an ink pattern. For example, if the background is
white, a pixel may be determined as an ink pixel if the color of
the pixel is “black™. Likewise, if the background is black, a
pixel may be determined as an ink pixel if the color of the
pixel is “white”.

The magnitude of a pixel’s intensity may be expressed in
terms of luminance where dark pixels have a low intensity,
while light pixels have a high intensity. If the luminance of the
center pixel is sufficiently less than the median luminance of
the patch, for example, less than 0.7 times the medium lumi-
nance, the center pixel is masked as an “ink™ pixel. In con-
trast, if the luminance of the center pixel is sufficiently greater
than the median luminance of the patch, for example, more
than 1.3 times the median luminance, the center pixel is
masked as a “background” pixel.

Similarly, the High Gradient Mask Generating Unit 325
may process each pixel in the gradient magnitude map and
mask it as a “high gradient” pixel or as a “low gradient” pixel
by comparing a magnitude of the gradient of the center pixel
with a representative (e.g. median) gradient of the patch of
pixels.

In an example embodiment, for each pixel each pixel p=(i,
i), the High Gradient Mask Generating Unit may process a
High Gradient Patch (HGP) of size 13 by 13 pixels surround-
ing each pixel p=(i,j). A 1 (true) value, representing a gradient
sufficient to be considered “a high gradient”, is assigned in the
corresponding pixel (i,j) of the high gradient mask if the
gradient magnitude at the center pixel p of the patch HGP is
above 2 times the median gradient taken over all pixels in the
patch. Otherwise, a 0 (false) value is assigned in the high
gradient mask.

In operation S435, the small text processing unit 220 may
determine, for each pixel p=(i,j), the dominant direction of
lines in a large surrounding Dominant-Direction-Patch
(DDP) in the gray scale image, where the dominant direction
is the direction of the majority of text lines, which are typi-
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cally parallel or nearly parallel. More specifically, the Domi-
nant Direction Mapping Unit 330 may determine the domi-
nant direction of lines in the patch by analyzing the patch for
any periodic patterns of lines within the patch. For example,
the Dominant Direction Mapping Unit 330 may perform a
discrete cosine transform (DCT) on the patch to obtaina DCT
image and analyze peaks within the DCT image to determine
the typical direction of the lines and the spacing therebetween
(e.g. the wave-length ofthe lines). DCT is similar to a discrete
Fourier transform, but utilizes a cosine function to represent
the image.

For example, a discrete cosine transform (DCT) may be
performed on a Dominant-Direction-Patch DDP of 41 by 41
pixels surrounding pixel p in the gray scale image to generate
a DCT image. After applying the DCT transform, the DCT
image may be searched to identify the location (x,y) whose
DCT value is maximal. The dominant direction of the pro-
cessed pixel p=(i,j) in the Dominant Direction Map may then
be defined as

ddy = atan(g).

In operation S440, the small text processing unit 220 may
find active pixels by analyzing, for every pixel p=(i ), a
surrounding small Active-Pixel-Patch (APP) of pixels in the
local direction map, for example a 3 by 3 patch of pixels.
More specifically, as discussed below with reference to FIG.
5, the active pixel mapping unit 335 may determine if the
Active-Pixel-Patch (APP) is active based a number of pixel
pairs in the APP having a sufficiently large difference in
gradient directions.

FIG. 5 is a method of small text processing unit finding
active pixels with a small patch of pixels according to an
example embodiment. FIG. 6 is a Local Direction Map D
used by a small text processing unit to identify active pixels
according to an example embodiment.

Referring to FIGS. 5 and 6, in FIG. 6 there are eight (8)
pixels ql to g8 around a pixel “q=(i,j)”. The directions of
gradients of pixel q and of each of the pixels q1 to q8 are
indicated by the arrows shown in FIG. 6.

In operation S510, the active pixel mapping unit 335 may
determine the number of pixel pairs surrounding a pixel of
interest (e.g. pixel “q” or pixel “p”) whose differences in
gradient direction therebetween are greater than a threshold,
for example greater than I1/8 radians.

For example, in FIG. 6, pixel pairs q1-q2, q6-q7 and q7-q8
have similar directions. However, pixel pairs q2-q3, q3-q4,
q4-95, 95-96, q8-q1 have significantly different directions,
such that the difference in the directions, measured in radians,
between the two pixels in the pair is above a threshold, for
example I1/8. Therefore, three (3) pixel pairs surrounding
pixel q have below threshold gradient direction differences,
while five (5) pixel pairs surrounding pixel q have above
threshold gradient direction differences.

Likewise, in FIG. 6, there are eight (8) pixels pl to p8
around a pixel “p”. However, only two (2) pixel pairs p5-p6
and p8-p1 have differences in gradient directions above the
threshold.

In operation S520, for every processed pixel q=(i,j), the
active pixel mapping unit 335 may use the High Contrast
mask and the High Gradient Mask, produced in operation
S430 as an additional filter for active pixels. For example,
only pairs of pixels with large differences in gradient direc-
tions that are also identified as “ink™ in the High Contrast
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Mask or identified as “high gradient” in the High Gradient
Mask, are counted. Once the number of such pairs is greater
than a threshold the central pixel q is marked as active. The
threshold may be, for example, more than four (4) out of (8)
pixel pairs or greater than 50% of the pixel pairs.

If in operation S520, the active pixel mapping unit 335
determines that the number of adjacent pairs of pixels sur-
rounding the pixel that are ink or high contrast and have an
absolute gradient direction difference higher than the thresh-
old pi/8 is more than four (4) out of eight, then in operation
S530, the active pixel mapping unit 335 may set the value of
corresponding to the pixel in the Active Pixel Mask as an
‘active pixel’.

In contrast, if in operation S520, the active pixel mapping
unit 335 determines that the ink or high contrast pixel-pairs
having a sufficiently high difference in gradient directions is
less than the threshold, then in operation S540, the active
pixel mapping unit 335 may set the value of corresponding to
the pixel in the Active Pixel Mask as a ‘non-active pixel’.

For example, in FIG. 6, for pixel q, the absolute difference
in gradient direction of more than four (4) out of eight (8)
pairs is higher than the threshold pi/8. If these pixel pairs are
identified as “ink™ or “high gradient”, the active pixel map-
ping unit 335 may set the value of the pixel q in the Active
Pixels Mask to 1 (true) to indicate the pixel q is active.

Likewise, in FIG. 6, pixel p is not considered as an active
pixel because less than half of the eight (8) pairs around pixel
p have a sufficiently high difference in gradient direction.

However, even if a patch contains a large number of high
difference pairs, the active pixel mapping unit 335 may deter-
mine the patch merely contains two parallel lines rather than
letters and, therefore, that the pixel contained therein is inac-
tive. Therefore, in operation S445, the small text processing
unit 220 may detect whether the pixel is part of a dense
contrasted line in the dominant direction.

More specifically, the Dense Line Detecting Unit 340 may
determine whether the length of a line is relatively long in the
dominant direction. The dominant direction may be deter-
mined, for example, by the Dominant direction Mapping Unit
330 as discussed above in operation S435.

If'the line is relatively long, the Dense Line Detecting Unit
340 may mark, in a black segment pixel map, the current pixel
as not being part of a region that contains small text because
the length of the line is too long. For example, if the line is part
of a relatively large structure (e.g. a drawing, object or suffi-
ciently large text), the Dense Line Detecting Unit 340 may
determine that the current pixel should be processed conven-
tionally and make such an indication in the black segment
pixel map.

In operation S450, the small text processing unit 220 may
detect small text lines within the input maps (e.g., the domi-
nant direction map, the active pixel map, and the black seg-
ment pixel map) and generate a line suspect mask that indi-
cates the lines suspected to contain small text.

More specifically, the Small Text Line Detecting Unit 350
may detect small text lines within the input maps, for
example, the dominant direction map, generated in operation
S435, the active pixel map, generated in operation S440 and
the contrasted segment pixel map, generated in operation
S445.

FIG. 7 is a method of a small text processing unit detecting
small text suspect lines based on input maps according to an
example embodiment. FIG. 8 illustrates input maps used by
the small text processor to detect small text lines according to
an example embodiment.

Referring to FIGS. 7 and 8, an original luminance image
800 having text lines may contain a test patch 810 of pixels,
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whose center is a test pixel P. The test patch of pixels 810 may
have a high contrast mask and an active pixel map corre-
sponding to the tested patch of pixels 810, as discussed above
with regard to operations S430 and S440, respectively. The
high contrast mask may classify each of the pixels within the
test patch 810 as ink or non-ink pixels. Likewise, the active
pixel map may classify each of the pixels within the test patch
710 as active or non-active. For the sake of brevity, FIG. 8
illustrates a test patch that is 11 pixels wide, however,
example embodiments are not limited thereto, for example
the test patch may be between 30-40 pixels wide.

As discussed below, the Small Text Line Detecting Unit
350 may, for each test height H (for example from test height
H=3 to 5 pixels) analyze the pixels in the high contrast mask
and the active pixel map to determine if pixels within the
tested patch are suspected as being small text.

In operation S710, the Small Text Line Detecting Unit 350
may determine if line [.1 and line H+2 are Gap lines. The
Small Text Line Detecting Unit 350 may determine a line is
Gap line if the corresponding line in the high contrast mask
and the active pixel map contains at least 60% non-ink and
non-active pixels, respectively. The direction of the tested
lines in the high contrast mask and the active pixel map is the
dominant direction dd of the patch center pixel P extracted
from the dominant direction map.

For example, as illustrated in FIG. 8, for a test height H=3,
the Small Text Line Detecting Unit 350 may determine if lines
L1 and L5 are Gap lines. As illustrated by the “X’s” in FIG. 8,
since lines [.1 and L5 within the patch 810 contain over 60%
non-ink and non-active pixels, as indicated by the high con-
trast mask and the active pixel map, respectively, lines [.1 and
L5 are considered to be Gap lines.

While the text lines in the patch 810 of the original lumi-
nance image 800 may not completely horizontal, but rather
slightly slanted, for the sake of brevity, the schematic diagram
on the right of FIG. 8 presents horizontal test lines.

In operation S720, the Small Text Line Detecting Unit 350
may determine if line 1.2 and line H+1 are Border lines. The
Small Text Line Detecting Unit 350 may determine a line is a
Border line if the corresponding line in the high contrast mask
and the active pixel map contains at least 40% ink and non-
active pixels, respectively. The direction of the tested lines is
the dominant direction dd of pixel P.

For example, as illustrated in FIG. 8, for a test height H=3,
the Small Text Line Detecting Unit 350 may determine if lines
L2 and 14 are Border lines. As illustrated by the circles in
FIG. 8, since lines [.2 and [.4 within the patch 810 contain at
least 40% ink and non-active pixels, as indicated by the high
contrast mask and the active pixel map, respectively, lines [.2
and L4 are considered to be Border lines.

In operation S730, the Small Text Line Detecting Unit 350
may determine if line 3 to line H are Internal lines. The Small
Text Line Detecting Unit 350 may determine a line is an
Internal line if the corresponding line in the high contrast
mask and the active pixel map contains at least 25% ink and
active pixels, respectively. The direction of the tested lines is
the dominant direction dd of pixel P.

For example, as illustrated in FIG. 8, for a test height H=3,
the Small Text Line Detecting Unit 350 may determine if line
L3 is an Internal line. As illustrated by the squares in FIG. 8,
since line [.3 within the patch 810 contains at least 25% ink
and active pixels, as indicated by the high contrast mask and
the active pixel map, respectively, line L3 is considered to be
Border lines.

In operation S740, if the test pixel P is part of an internal
line, and has border lines and gap lines therearound, the Small
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Text Line Detecting Unit 350 may mark the test pixel P as
suspected as being part of a line of small text in a line-suspect
mask.

If the test pixel P, does not have gap lines, border lines and
internal lines associated therewith, in operation S740, the
Small Text Line Detecting Unit 350 may determine whether a
next test pixel P is suspected of being part of a line of small
text and re-perform operations S710 to S750 using a new
patch whose center is the next test pixel P. Further, once the
Small Text Line Detecting Unit 350 tests all of the pixels in
the image, the Small Text Line Detecting Unit 350 may vary
the test height H and re-perform operations S710 to S750 to
detect lines of text having different heights. Therefore, the
determination of whether pixels are suspect pixels may be
considered as a triple nested loop, where, at various tests
heights H, each pixel P is analyzed by scanning lines on
several masks in order to determine whether the pixel P is a
suspect pixel.

FIG. 9 is a method of small text processing unit determin-
ing if suspected small text lines contain small text according
to an example embodiment.

Referring to FIG. 9, in operation S910, for each tested pixel
P, the Small Text Line Detecting Unit 350 may determine if a
large rectangle (e.g., 9x31 pixels), whose center is the tested
pixel P and is oriented in the dominant direction dd of P,
contains a high ratio of suspect text pixels in the line-suspect
mask. For example, the Small Text Line Detecting Unit 350
may determine whether at least 60% of the pixels in the large
rectangle are marked as being suspect text pixels in the line-
suspect mask.

In operation S920, if the Small Text Line Detecting Unit
350 determines that there is a high ratio of line-suspect text
pixels in the large rectangle, the Small Text Line Detecting
Unit 350 may generate a Small Text Mask by marking the
suspected tested pixel P at the center of the large rectangle as
containing small text.

The Small Text Line Detecting Unit 350 may re-perform
operations S910 and S920 on all of the pixels p in the image.
Therefore, the determination of whether suspect pixels P
contain small text may performed as a double nested loop,
where, for each suspect pixel P, the Small Text Line Detecting
Unit 350 determine whether the suspect pixel P contains
small text.

FIG. 10 illustrates digital media undergoing small-font
sized text recognition according to an example embodiment.

As illustrated in FIG. 10, an original image 1010 may have
regions containing small text. The Local Gradient and Direc-
tion Mapping Unit 315 may generate a local gradient and
direction map 1020 whose shade (or, e.g., color, or a combi-
nation thereof) represents the local direction of the gradient
and whose intensity represents the magnitude of the gradient.
As illustrated in FIG. 10, the local gradient and direction map
1020 contains shades (or, e.g., colors, or a combination
thereof) that indicate that internal pixels that contain small
text have a high variability in direction and high magnitude of
the gradient.

The Active Pixel Mapping Unit 335 may generate an active
pixel map 1030 that maps pixels whose neighboring pixel
pairs have differences in a direction of a gradient above a
threshold.

Using the local gradient and direction map 1020 and the
active pixel map 1030, the small text line detecting unit 350
may determine whether lines in the original image 1010 con-
tain small text.

FIG. 11 illustrates a small text mask generated by a small
text detector according to an example embodiment.
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As illustrated in FIG. 11, an image 1110 processed by the
small text processing unit 222 may produce a small text mask
1150. As illustrated, a large text line 1115 of the image 1110
may not be detected by the small text processing unit 222
since the detector is tuned for detecting font whose height is
small (e.g. up to five pixels).

Further, since a large patch size is used in the aforemen-
tioned example, a line of small text 1120 at the bottom half of
the image may not be detected. The sensitivity of the small
text processing unit 222 may be adjusted by increasing the
size of the test patch 1110, but such adjustments may also
cause false detection of elongated noisy edges with local
text-like appearance that are common in man-made and natu-
ral objects.

Processing of Regions Determined to Contain Small Text

Referring back to FIGS. 2A and 2B, the image signal
processor 220 may process regions differently based on
whether the region contains small text. For example, in the
image signal processor 220A, the regions that contain small
text may be upscaled differently and in the image signal
processor 220B, the regions that contain small text may be
collected at a higher resolution through an optical zoom.

More specifically, as illustrated in FIG. 2A, the small text
processing unit 222 may send the pixels determined to con-
tain small text information to the interpolation processing
unit 224A to upscale the small text regions using interpola-
tion. The interpolation processing unit 224A may perform
interpolation (e.g. linear, bicubic or spline interpolation) on
the small text regions. For example, in bicubic upscaling, the
value of each interpolated pixel is determined based on the
values of the nearest 16 (4x4) pixels on the original image
surrounding the upscaled pixel.

In contrast, the small text processing unit 222 may send
pixels that do not contain small text to be upscaled by the
edge-preserving processor 226A which upscales the pixels
using a relatively more sophisticated upscaling method that
preserves sharp edges and reproduces high frequency content
in the upscaled image. For example, the edge-preserving pro-
cessor 226 A may perform self-similarity-based upscaling by
selectively copy relevant high frequency content from
patches of the original image to the upscaled image where
relevant patches are chosen by searching and comparing their
low frequency content to the corresponding content of a target
patch on the upscaled image. Alternatively, the edge-preserv-
ing processor 226 A may perform example based upscaling by
using a dictionary of image exemplars as the source of the
missing high frequency content.

Alternatively, as illustrated in FIG. 2B, within the selective
optical zoom unit 220B, the small text processing unit 222
may instruct the optical zoom unit 224B to collect higher
resolution content in the small text regions by adjusting the
lenses within the optical zoom unit 224B to zoom in on the
regions that contain small text, thus, capturing sharper images
of'the small text region that contain more information. While
the small text at low resolution can be detected but is often not
readable, the zoomed-in high resolution text may be more
easily readable. The text may be readable using a character
recognition method, allowing automatic textual tagging and
categorizing of the image.

The combination processing unit 228B may create a hybrid
image, those regions contain content shot with different
ZOOoms.

FIG. 12 illustrates user equipment according to an example
embodiment.

Referring to FIG. 12, a user equipment 1200 may include a
camera 1210, an image signal processor 1220, a display 1230,
atransmitter 1240, a memory 1250, a Central Processing Unit
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(CPU) 1260, a receiver 1270 and a data bus 1280 that handles
communication therebetween.

The camera 1210 may sense an image of an object input
through a lens and convert the sensed image into a digital
image. The image signal processor 1220 may include a small
text processing unit that is configured to recognize small text
in areceived digital media. The display unit 1230 may display
the processed image to a user under the control of the CPU
1260. The camera 1210, the image signal processor 1220, the
display unit 1230 and the memory 1250 may represent the
image sensing system 10 of FIG. 1.

The transmitter 1240 and receiver 1270 may transmit and
receive signals, respectively under the control of the CPU
1160. The transmitter 1240 and receiver 1270 may include
hardware and any necessary software for transmitting and
receiving wireless signals, respectively, including, for
example, data signals, control signals, and signal strength/
quality information via one or more wireless connections to
other network elements.

While example embodiments have been particularly
shown and described, it will be understood by one of ordinary
skill in the art that variations in form and detail may be made
therein without departing from the spirit and scope of the
claims.

I claim:

1. A method for recognizing small-font sized text using a
small-text recognition apparatus including a processor, the
method comprising:

receiving, by the processor, digital media of a natural

scene, the digital media having at least one frame that
includes the small-font sized text;

generating, by the processor, input maps having values that

reflect local properties of corresponding regions in the at
least one frame; and

detecting, by the processor, regions of the at least one frame

that contain the small-font sized text by integrating
information from the input maps.

2. The method of claim 1, wherein the small-font sized text
is text that is between three and five pixels in height.

3. The method of claim 1, wherein the local properties of
the regions include at least a contrast, a gradient direction and
a magnitude of pixels within the regions.

4. The method of claim 1, wherein the integrated informa-
tion includes information located between border lines hav-
ing active pixels therebetween and gaps having a high ratio of
non-ink pixels located below a bottom border line and above
atop border line in relation to a dominant direction of the text.

5. The method of claim 4, wherein the active pixels are
pixels having dense changes in character stroke directions,
and the detecting regions of the at least one frame that contain
the small-font sized text by integrating the information from
the input maps that reflect the local properties includes,

generating an active pixel map indicating regions having

the active pixels.

6. The method of claim 5, wherein the generating the active
pixel map includes, for each pixel, statistically measuring the
variability of gradient directions of surrounding pixels.

7. The method of claim 5, wherein the generating input
maps further includes,

generating a local gradient magnitude and direction map

indicating a gradient and direction within each of the
regions;

generating a dominant direction map indicating, for each

pixel, a dominant direction of text lines within the at
least one frame in a region surrounding the pixel, the
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dominant direction being a statistically representative
value of the writing direction of character in the region;
and

generating a high contrast mask and a high gradient mask

using the gradient magnitude, the high contrast mask
indicating a relationship between a luminance of each
pixel with a statistical measure of luminance of the
region surrounding the pixel, and the high gradient mask
indicating a relationship between a gradient magnitude
of each pixel with a statistical measure of gradient mag-
nitudes in a region surrounding the pixel.

8. The method of claim 7, wherein the dominant direction
mayp is generated by applying spatial spectral-analysis using a
Fourier-related transform to the frame region surrounding the
pixel, the dominant direction being perpendicular to the
direction of the periodic pattern of the text lines in the region
surrounding the pixel.

9. The method of claim 5, wherein the detecting regions of
the at least one frame that contain the small-font sized text by
integrating the information from the input maps includes,

determining if a number of sufficiently large differences in

gradient directions between pairs of adjacent pixels sur-
rounding a test pixel is greater than a threshold, and
marking, in the active pixel map, the test pixel as one of the
active pixels if the number of sufficiently large differ-
ences in gradient directions is greater than the threshold.

10. The method of claim 9, wherein the detecting regions of
the at least one frame that contain the small-font sized text
further includes,

determining, using the information from the input maps, if

a top and a bottom of a line suspected to contain the
small-font sized text contains a high ratio of ink pixels,
the ink pixels being pixels having a high contrast in
comparison to neighboring pixels;

determining, using the information from the input maps, if

a gap between two lines suspected to contain the small-
font sized text contains a high ratio of non-ink pixels;
and

determining, using the information from the input maps, if

an internal area in a single line suspected to contain the
small-font sized text contains a high ratio of the active
pixels and a low ratio of dense ink line pixels.

11. A non-transitory computer readable medium including
a computer program comprising:

computer program instructions configured to implement

the method of claim 1 when executed by a processor.

12. A method of processing small font sized text using a
small-text recognition apparatus including a processor, the
method comprising:

receiving, by the processor, digital media of a natural

scene, the digital media having at least one frame that
includes the small-font sized text;

generating, by the processor input maps having values that

reflect local properties of corresponding regions in the at
least one frame;

detecting, by the processor, regions of the at least one frame

that contain the small-font sized text by integrating
information from the input maps; and

processing, by the processor, the regions detected to con-

tain small font sized text in a manner different from the
regions that do not contain small font sized text.

13. The method of claim 12, wherein the processing of the
regions detected to contain the small font sized text includes,

upscaling the regions determined to contain the small-font

sized text differently than the regions determined not to
contain the small-font sized text.
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14. The method of claim 13, wherein the regions deter-
mined to contain the small-font sized text are upscaled using
interpolation and the regions determined not to contain the
small-font sized text are upscaled using a sharp edge preserv-
ing method.

15. The method of claim 12, wherein the processing of the
regions detected to contain the small font sized text includes,

performing an optical zoom procedure on the regions

determined to contain the small-font sized text;
recapturing the regions determined to contain the small-
font sized text at a higher optical zoom; and
performing optical character recognition on the recaptured
regions.

16. A small-text recognition apparatus configured to rec-
ognize small-font sized text in at least one frame of a received
digital media, the apparatus comprising:

a processor configured to,

generate input maps having values that reflect local
properties of corresponding regions in the at least one
frame, and

detect regions of the at least one frame that contain the
small-font sized text by integrating information from
the input maps.
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17. The small-text recognition apparatus of claim 16,
wherein the processor is configured to generate input maps
by,

generating an active pixel map indicating locations of

dense changes in character stroke directions within the
regions.

18. The small-text recognition apparatus of claim 16,
wherein the processor is configured to detect the regions of
the at least one frame that contain the small-font sized text by,

determining if a number of sufficiently large differences in

gradient directions between pairs of adjacent pixels sur-
rounding a test pixel is greater than a threshold.

19. The apparatus of claim 15, further comprising:

an optical zoom unit including an optical lens, the optical

lens configured to zoom in on the regions determined to
contain the small-font sized text.

20. An imaging device comprising:

an image sensor configured to capture digital media having

at least one frame that includes small-font sized text; and

the small-text recognition apparatus of claim 16.
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